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ABSTRACT

In recent years, we have observed a rapid advancement in
speech language models (SpeechLLMs), catching up with
humans’ listening and reasoning abilities. SpeechLLMs have
demonstrated impressive spoken dialog question-answering
(SQA) performance in benchmarks like Gaokao, the English
listening test of the college entrance exam in China, which
seemingly requires understanding both the spoken content
and voice characteristics of speakers in a conversation. How-
ever, after carefully examining Gaokao’s questions, we find
the correct answers to many questions can be inferred from
the conversation transcript alone, i.e. without speaker seg-
mentation and identification. Our evaluation of state-of-the-
art models Qwen-Audio and WavLLM on both Gaokao and
our proposed ”What Do You Like?” dataset shows a signifi-
cantly higher accuracy in these context-based questions than
in identity-critical questions, which can only be answered
reliably with correct speaker identification. The results and
analysis suggest that when solving SQA, the current Speech-
LLMs exhibit limited speaker awareness from the audio and
behave similarly to an LLM reasoning from the conversation
transcription without sound. We propose that tasks focused
on identity-critical questions could offer a more accurate
evaluation framework of SpeechLLMs in SQA.

Index Terms— speech large language models, spoken
question answering, spoken dialogue understanding

1. INTRODUCTION

Speech large language models (SpeechLLMs), trained with
thousands or more hours of data for various questions, have
demonstrated state-of-the-art performance in many speech
tasks, including automatic speech recognition, speech trans-
lation, and emotion recognition. One of the tasks that Speech-
LLMs are believed to solve reliably is spoken dialogue un-
derstanding. In spoken dialogue understanding, two or more
speakers are talking to each other, and SpeechLLMs are tested
on what is said and who said what. To answer these questions
correctly, SpeechLLMs are expected to comprehend both the

∗ Equal Contribution.

semantic content of the conversation and the acoustic charac-
teristics of speakers. The high performance of SpeechLLMs
in SQA benchmarks like Gaokao suggests that SpeechLLMs
possess both of these capabilities.

However, upon careful inspection, we found Speech-
LLMs frequently made mistakes on some surprisingly simple
questions. We hypothesize that SpeechLLMs are worse at
differentiating speakers’ voices than commonly assumed. To
test our hypothesis, we separate out speaker-related SQA
questions that require identifying a particular speaker’s voice
characteristics as Identity-Critical Questions (ICQs) and
the remaining questions that ask for conversation content
solvable without identifying any speaker as Context-Based
Questions (CBQs). We evaluate the performance of state-
of-the-art SpeechLLMs Qwen-Audio [1] and WavLLM [2],
as well as cascaded ASR + LLM systems unaware of any
speaker acoustics, on both types of questions in the popu-
lar Gaokao benchmark and our proposed benchmark “What
Do You Like?”. For the latter, we control the speakers, the
content of the conversations, and the questions asked to in-
vestigate the behaviors of SpeechLLMs better. Results show
that both SpeechLLMs and the ASR + LLM system perform
significantly worse on ICQs than CBQs in both benchmarks.
Our analysis suggests that current SpeechLLMs perform sim-
ilarly to ASR + LLM: they successfully answer CBQs with
the content of the conversation and fail on ICQs, unable to
differentiate speakers’ characteristics such as gender.

We hope our observations can inspire a reconsideration
of current SpeechLLMs’ SQA ability and promote future de-
velopment of stronger SpeechLLMs and more comprehensive
SQA benchmarks.

2. RELATED WORKS

2.1. SpeechLLMs

Speech large language models (SpeechLLMs) have received
much attention since the success of text-only language mod-
els. LTU-AS [3], built upon LTU [4], features a Whisper en-
coder [5] and a LLaMA language model [6]. After finetuning
with low-rank adaptation (LoRA; [7]) on a speech and au-
dio question-answering dataset with 9.6M (audio, question,
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Spoken Dialogue (ICQ)
Spk 1 (M): All the food smells so tasty 
today. What's on the menu?
Spk 2 (F): Well, fish, pork, chicken, 
vegetables, and noodles. I'd rather have 
some beef.
Spk 1 (M): I think I'll have the fried fish. I 
love fish.

Question: 
What does the woman like to eat? A. fish; B. 
beef; C. chicken. 
Answer: B. beef.
Confound: A. fish.

Spoken Dialogue (CBQ1)
Spk 1 (F): How much time do you usually 
spend exercising daily?
Spk 2 (M): Frankly speaking, I’m an awfully 
lazy. I know it’s time to change.

Question: 
What will the man do next? A. do exercise; 
B. as usual; C. change working time.
Answer: A. do exercise.
Confound: n/a

Spoken Dialogue (CBQ2)
Spk 1 (F): What a disappointment.  I was 
told that this restaurant was good, but the 
service is quite unacceptable.
Spk 2 (M): Yeah, it has been rather slow.  It 
seems each waiter is responsible for too 
many tables.

Question: 
Why is the woman disappointed? A. The 
price is unacceptable; B. The waiter is 
unfriendly; C. The service is slow.
Answer: C. The service is slow.
Confound: n/aSpeaker and gender labels for illustration 

purpose only in all three examples.

Fig. 1: Examples of an identity-critical question (ICQ) and two context-based questions (CBQs). The male (M) and female (F)
indicators in the transcript are only included in oracle experiments.

answer) tuples, the model can perceive various speech and
audio events and shows satisfactory results on a wide range
of speech and audio-related tasks like audio classification,
speech recognition, and emotion recognition. Qwen-audio [1]
uses a Whisper+Qwen [8] architecture and a Whisper-style
multi-task training paradigm. WavLLM [2] utilizes a Whis-
per encoder and a WavLM [9] to encode semantic and acous-
tic information respectively. A two-stage curriculum training
approach is applied to augment the generalization ability of
the language model.

2.2. Speech and Audio Understanding Benchmarks

Speech understanding benchmarks like SUPERB [10] and
SLUE [11, 12, 13] span tasks such as emotion recognition,
sentiment analysis, and question answering, primarily eval-
uating self-supervised models and ASR systems. Several
recently proposed benchmarks focus on evaluating Speech-
LLMs. SD-Eval [14] is a dialogue understanding benchmark
focusing on four aspects: emotion, accent, environment, and
age. Evaluation on SD-Eval shows that SpeechLLMs outper-
form cascaded ASR+LLM systems across all four aspects,
but have a significant gap below the LLMs with ground-
truth transcripts and paralinguistic/environmental labels. Au-
dioBench [15] finds cascaded ASR+LLM systems outper-
form SpeechLLMs for tasks like ASR and speech question-
answering, while SpeechLLMs excel when the tasks involve
non-speech sound or paralinguistic information, like audio
captioning and gender recognition. It is worth noting that
in AudioBench, speech question-answering is identified as
a speech-intensive task where the cascaded system performs
better than all the SpeechLLMs tested including WavLLM,
Qwen-audio, and SALMONN [16]. This may result from
SpeechLLMs’ over-reliance on querying the text information
on SQA samples that require paralinguistic information.

3. IDENTITY-CRITICAL AND CONTEXT-BASED
SQA QUESTIONS

Based on our preliminary experiments with SpeechLLMs, we
observed failure cases when SpeechLLMs are confused about
“who said what.” We hypothesize that SpeechLLMs may
not fully leverage the speaker “who” information in the au-
dio to answer these questions, since the “what” part is usually
mentioned by another speaker but mis-selected by Speech-
LLMs. To analyze the speaker factor alone and eliminate
other factors, we propose a categorization of questions based
on whether they can be answered correctly with or without
correct speaker identification from the audio. In this section,
we describe identity-critical questions (ICQs) and context-
based questions (CBQs), then introduce an automatic method
to classify each question as an ICQ or a CBQ.

3.1. Identity-Critical Question (ICQ)

An ICQ demands an accurate identification of the speaker
referenced in the question to answer correctly. When mul-
tiple speakers’ preferences/actions/events are mentioned, the
model must capture “who said what” and leverage the target
speaker’s information and linguistic content to provide the
correct answer. In the ICQ example in Figure 1, the ques-
tion requires the model to both recognize and differentiate the
speaker preferences (“fish” and “beef”) from the content by
their voices. In ignorance of speaker information in the au-
dio, SpeechLLMs usually randomly output an answer from
the two candidates mentioned in the audio.

3.2. Context-Based Questions (CBQ)

A CBQ does not require the identity of the speaker refer-
enced in the question. This is because either: (1) only one



preference/event/action is provided and associated to a single
speaker in the conversation, or (2) the preference/event/action
of the two speakers are the same. Thus, the model only needs
to understand “what is said” in the conversation; the correct
answer can be directly inferred purely from the text-based
context. For instance, in the dialogue in the middle of Fig-
ure 1, only a single potential action is mentioned (e.g., the
man wants to conquer his laziness), suggesting that the an-
swer will only be “do exercise”. In the other CBQ example,
both speakers are disappointed by the slow service.

3.3. Automatic Classification of ICQ and CBQ

To automatically classify two-party SQA examples as ICQ or
CBQ, we leverage a state-of-the-art language model (GPT-4)
to assist the annotation, since previous work has shown that
GPT-4 achieves human-level performance on simple tasks
[17, 18]. Given the full transcript of an audio file with the
associated speaker gender for each speaker turn, we replace
the mentioned speaker gender in the question with the oppo-
site gender and add an additional answer option “None of the
above.” Then, we request GPT-4 [19] to answer the edited
question based on the transcript with speaker gender tags.
The question is classified as follows:

• If GPT-4 chooses the gender mentioned in the revised
question, we define the question as ICQ. For the ICQ
example in Figure 1, the question will ask the man’s
preference and the answer will be fish.

• If GPT-4 answers “None of the above,” we define the
example as CBQ since only one preference/action/event
is associated with a single speaker.

• If GPT-4 provides an the same answer as the answer to
the original question, we classify it as CBQ since the
asked preference/action/event must be associated with
both speakers in the conversation.

4. SQA DATASETS

In this section, we present our analysis of CBQ and ICQ
on Gaokao, an SQA dataset with real speech used to eval-
uate SpeechLLMs in [2]. We find that a large portion of
the speaker-related questions of this dataset is categorized
as CBQ. In addition, we describe a simple synthetic SQA
dataset, What Do You Like?, which we curate to allow a
more controlled study of SpeechLLM performance. The full
Gaokao dataset is available at WavLLM’s github repository,1

and the data for our experiments can be accessed at 2.

1https://github.com/microsoft/SpeechT5/tree/
main/WavLLM

2https://github.com/wjk0925/
slt2024-speechllm-speaker-understanding

4.1. Gaokao

Gaokao contains 2000 spoken dialogs between a woman and
a man, each comes with a multiple-choice question with three
options. All questions use “woman” or “man” when referring
to a speaker, thus by searching these two keywords, we se-
lect 919 speaker-related questions in the dataset for analysis.
Example dialogues are in Figure 1.

To classify these 919 SQA questions as ICQ or CBQ,
we first obtain the full transcriptions of the dialogues using a
Whisper-based speaker diarization + speech recognition sys-
tem [5]3 and the inaSpeechSegmenter toolkit [20], which has
gender classification capability. The diarization and gender
classification results are manually verified and corrected. We
then follow the approaches described in section 3 and identify
773 CBQs and 146 ICQs.

4.2. What Do You Like?

Since questions in Gaokao require varying levels of reason-
ing and some dialogues contain potential gender hints such as
names and titles (Mrs., Ms., Mr, ...), we curated a synthetic
SQA dataset, What Do You Like? that follows the format
of Gaokao (i.e. male-female dialogues, three-option multi-
ple choice questions), but is much simplier to allow a more
controllable analysis of SpeechLLMs’ performance.

Food | Beverage | City

Pizza | Pasta | Ramen | Steak

Coffee | Tea | …

Chicago | Seattle | …

Speaker 1 Female:   My favorite food is pizza, what’s your favorite food?

Speaker 2 Male:     Ramen is my favorite food.

Question: What is the man’s favorite food?

Asked: Ramen

Mentioned: Pizza

Unmentioned: Pasta, Steak

C1: A*. Ramen; B. Pizza; C. Steak.

C2: A*. Ramen; B. Pasta; C. Steak.

C3: A. Pizza; B. Steak; C*. None of the above.

C4: A. Pasta; B. Steak; C*. None of the above.

Fig. 2: Example generation of a question and different answer
options for What Do You Like?. The correct answer for each
condition (C1:C4) is indicated by an asterisk.

The dataset contains 1000 single-turn spoken dialogues
between a male speaker and a female speaker discussing their

3https://github.com/MahmoudAshraf97/
whisper-diarization

https://github.com/microsoft/SpeechT5/tree/main/WavLLM
https://github.com/microsoft/SpeechT5/tree/main/WavLLM
https://github.com/wjk0925/slt2024-speechllm-speaker-understanding
https://github.com/wjk0925/slt2024-speechllm-speaker-understanding
https://github.com/MahmoudAshraf97/whisper-diarization
https://github.com/MahmoudAshraf97/whisper-diarization


favorite subjects under a certain topic. As shown in Figure!2,
we first generate the text dialogue by randomly selecting a
topic and two subjects, both from a predetermined list of 3
topics (food, beverage, city) and 4 subjects for each topic.
We then fill in them into one of 8 templates to make the text
dialogue. Finally we use a text-to-speech model, StyleTTS-
2 [21], to convert the text dialogue into waveform. For TTS
voices, we randomly pick a pair (one male and one female)
from 5 different male voices and 5 different female voices
in VCTK [22] and the train split of LibriTTS [23], which
StyleTTS-2 is trained on.

We follow the Gaokao dataset and use multiple choice
questions with three options for “What Do You Like?”. For
the question, we simply ask a random speaker’s favorite sub-
ject using one of two templates: “What is the man/woman’s
favorite topic?” and “Which topic does the man/woman like
the most?”. We use man/woman to address the target speaker
based on their randomly assigned gender during the TTS pro-
cess. We generate four different sets of answer options ac-
cording to the following conditions:

C1: (Asked, Mentioned, Unmentioned)
C2: (Asked, Unmentioned, Unmentioned)
C3: (Mentioned, Unmentioned, None)
C4: (Unmentioned, Unmentioned, None)

where “Asked” is the favorite subject of the target speaker,
“Mentioned” is the favorite subject of the other speaker, “Un-
mentioned” is another subject from the list, and “None” is the
phrase “None of the above.”

Note that the question is ICQ if asked in a open-end way,
but conditions 2 and 4 change it into a CBQ. The dialogues
contain no obvious gender hints and the questions only re-
quire simple information extraction to solve, making it pos-
sible to focus on SpeechLLMs’ ability to identify speakers
from voice differences under different answer conditions.

5. SPEECHLLMS PERFORMANCE ANALYSIS

5.1. Comparison Systems

5.1.1. SpeechLLMs

We focus on WavLLM and Qwen-Audio as they are reported
as the top SpeechLLMs for SQA tasks in [2, 15]. Qwen-
Audio often gives free-form responses to multiple-choice
questions instead of one option. To obtain the final answer,
we prompt GPT-4 with the multiple-choice question and the
Qwen-Audio’s response, and have it output one of ‘A’, ‘B’,
‘C’, or ‘X’, where ‘X’ means the response from Qwen-Audio
does not correspond to any one of the choices A, B, or C.

5.1.2. Text-only systems

We implement two systems that can only use the ASR tran-
script by cascading ASR + LLM systems: Whisper-v3 +
text-only WavLLM (denoted as WavLLM†), and Whisper-v3

+ Llama-3-8B-Instruct [5, 24] (denoted as Llama3). In addi-
tion, for oracle experiments on Gaokao, we evaluated Llama-
3-8B-Instruct [25] with speaker segmentation (denoted as
Llama3+S), and with both speaker and gender information
(denoted as Llama3+SG), using the annotations generated in
classifying ICQ and CBQ questions (see Section 4.1). The
comparison of these different models provides an indication
of the importance of gender information and the degree to
which the speech models use it. The Llama3 systems also
give free-form responses, we use the same approach as de-
scribed in the previous section, prompting GPT-4 to obtain
their final answers.

5.2. Gaokao Results

As reported in [2], WavLLM reaches a 67.5% accuracy and
Qwen-Audio reaches a 54.2% accuracy on Gaokao (full 2000
questions). In our study, we focus on the 919 speaker-related
questions and show our results in Table 1.

Table 1: The results on Gaokao measured in accuracy (%).

Model CBQ ICQ All

SpeechLLMs
WavLLM 73.2 58.2 70.8

Qwen-Audio 62.2 43.2 59.2

LLMs

WavLLM† 66.6 50.0 64.0
Llama3 86.2 64.3 82.7

Llama3+S 86.3 66.4 83.1
Llama3+SG 88.7 91.8 89.2

As expected, when gender is not explicitly given, all mod-
els have significantly worse performance on ICQs than CBQs.
WavLLM gives somewhat better results than WavLLM†, but
ICQ performance is not much better than chance. The Llama3
models all have better performance than the SpeechLLMs on
CBQs, indicating the importance of a strong language model.
The finding that the Llama models do better than chance on
the ICQs is likely because of contextual indicators of gender.
Comparing Llama3 to Llama3+S shows that adding speaker
segmentation information has minimal benefit. The high ICQ
score for Llama3+SG indicates the value of speaker informa-
tion.

5.3. Results on What Do You Like?

The What Do You Like? dataset was designed to have four dif-
ferent answer set conditions to probe the behavior of Speech-
LLM vs. text-only models. The conditions vary whether the
“Asked” subject is in the answer set (if not, the correct answer
is “None”) and whether the “Mentioned” subject is in the set.
The analyses below show the distribution of the three possi-
ble answers plus the non-compliant answer type “X.” Only
non-oracle models are included; the Llama3+SG peformance
is nearly perfect for all four conditions.
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Fig. 3: Number of times models choose each option for Con-
dition 1 (left) and Condition 2 (right)

In Figure 3, we compare the models’ performance on
Condition 1 (C1: Asked, Mentioned, Unmentioned) and
Condition 2 (C2: Asked, Unmentioned, Unmentioned).
As expected, all models perform at chance on C1. All have
higher accuracy on C2, where there is no distracting Men-
tioned option. This indicates that SpeechLLMs are not us-
ing the voice information in the audio input to identify the
asked speaker; instead they extract information from the dia-
logue content like LLMs. When there are two Unmentioned
subjects in the answer set (C2), Qwen-Audio and Llama3
produce the X option fairly often. It may be that the Unmen-
tioned answers are sufficiently out of context that the models
do not recognize this as a multiple choice task.
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Fig. 4: Number of times models choose each option for Con-
dition 3 (left) and Condition 4 (right)

Figure 4 presents the models’ performance on Condition 3
(C3: Mentioned, Unmentioned, None) and Condition 4 (C4:
Unmentioned, Unmentioned, None). The correct answer in
these cases is None, and the difference between C3 and C4
is again the presence of Mentioned. We observe that on C3,
the two WavLLM models virtually always chose the Men-
tioned option, and the other models frequently choose it. Only

Llama3 gets a sizable fraction correct. On C4, Qwen-Audio
responses X for most of the questions, Llama3 reaches nearly
perfect performance, and the two WavLLM models show a
much stronger tendency to choose the correct answer None.
These findings provide further support for the hypothesis that
the SpeechLLMs are not using speaker voice information.

6. CONCLUSION

In this work, we categorize speaker-related spoken dia-
logue QA (SQA) questions into Identity-Critical Questions
(ICQ) and Context-Based Questions (CBQ). We hypothe-
size that current state-of-the-art speech large language mod-
els (SpeechLLMs) have limited capability in distinguishing
speakers’ voice characteristics and thus cannot solve ICQs
as well as CBQs. To support our hypothesis, we propose
an automatic classification approach for identifying ICQs and
CBQs in large datasets, and conduct experiments and analysis
using Qwen-Audio, WavLLM and text-only models on the
Gaokao and What Do You Like? datasets. Our results show
that WavLLM and Qwen-Audio obtain much lower accuracy
on the speaker-related ICQ subset of Gaokao. Further, in
the controlled What Do You Like? experiments, WavLLM
performed similarly or worse than its text-only equivalent,
supporting our hypothesis.

For future work towards improving SpeechLLM capabil-
ities, it may be useful to explore alternative training tech-
niques, e.g. pre-training with same/different speaker predic-
tion tasks or RLHF with tasks that require speaker informa-
tion. In addition, we argue that it is important to create a new
SQA training and evaluation corpus that explicitly requires
speaker identification capability and explores more attributes
than gender.
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